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 This research aims to compare the performance between the Gated Recurrent 

Unit (GRU) and Long Short-Term Memory (LSTM) methods in predicting 

the Bitcoin exchange rate against the US Dollar (BTC-USD). The data used 

comes from Yahoo Finance for the period 2017-2022. Each model is built 

with a comparable architecture and evaluated using Root Mean Square Error 

(RMSE), Mean Absolute Error (MAE), Mean Absolute Percentage Error 

(MAPE), coefficient of determination (R²), and prediction accuracy metrics. 

The results show that the LSTM model performed better on the test data 

with a MAPE of 3.80% and an accuracy of 96.20%, while the GRU model 

achieved a MAPE of 5.13% and an accuracy of 94.87%. Although the GRU 

model performed better on the training data, the LSTM model showed better 

generalization ability on the testing data. This research provides important 

insights into the selection of the optimal recurrent neural network 

architecture for Bitcoin exchange rate prediction which is known for its high 

volatility. 
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1. INTRODUCTION 

In the past decade, Bitcoin has grown from a cryptographic experiment to a significant digital asset 

with a large market capitalization. As the first and largest cryptocurrency, Bitcoin has attracted the attention 

of investors, regulators, and researchers around the world. However, extreme price volatility is a key 

characteristic of Bitcoin, which causes challenges in predicting its movements[1] . Accurate Bitcoin 

exchange rate predictions have important implications for investors to optimize trading strategies, risk 

management, and investment decision-making. 

Machine learning techniques, particularly deep learning methods, have shown promising potential in 

predicting financial time series, including cryptocurrency exchange rates[2] . Among various neural network 

architectures, Recurrent Neural Networks (RNN) and their variants such as Long Short-Term Memory 

(LSTM) and Gated Recurrent Unit (GRU) have proven effective in capturing complex patterns and long-term 

dependencies in time series data .[3], [4] 

LSTM was first introduced by Hochreiter and Schmidhuber[3] to overcome the vanishing gradient 

problem in conventional RNNs. The LSTM architecture uses a complex gate mechanism to regulate the flow 

of information, including input gates, forget gates, and output gates. Meanwhile, GRU introduced by Cho et 

al.[4] is a simplification of LSTM by combining input and forget gates into update gates, thus having fewer 

parameters and more efficient computation. 

Research on Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) methods in time 

series modeling has shown significant progress in accuracy and efficiency in various applications. LSTM and 

GRU are both neural network architectures designed to address time series problems, particularly in handling 

long-term dependencies in sequential data. 

LSTM is known to be superior in learning time series patterns due to its ability to avoid the problem 

of gradient loss by utilizing memory units and gates to capture long-term relationships in the data[5] . LSTM 

has been widely applied in various fields, including the prediction of stock prices, where it shows an increase 

in accuracy from 14.3% to 27.2% in the prediction of stock returns[5] . In contrast, GRU, as a simpler 

https://doi.org/10.33292/ijarlit.v2i1.32
https://creativecommons.org/licenses/by-sa/4.0/


               ISSN: 2622-626X 

 Int. J. Artif. Intell. Informatics, Vol. 2, No. 1, January 2024: 17-24 

18 

version of LSTM, combines the functions of input gate and forget gate into an update gate, making it more 

computationally efficient[6] . Research shows that GRU has comparable performance to LSTM despite its 

more minimalist structure, making it faster in the training process and requiring fewer parameters .[7], [8] 

A study conducted by Alfredo and Adytia compared LSTM, GRU, as well as CNN-GRU models in 

the context of wave height estimation using time series data from the source[9] . Their results showed that 

both LSTM and GRU are capable of providing good accuracy, with performance comparisons showing 

significant differences depending on the dataset and model parameters used. In addition, other studies have 

shown the relevance of GRU in river flow discharge forecasting and other applications involving GRU-based 

models .[9] 

Other research presented by Wang et al. shows that GRU has been adapted for a wide variety of 

other applications, including biometric signature recognition and classification on ECG to detect 

abnormalities[6], [10] . The advantages of GRU in terms of architectural simplicity make it easier to 

implement in projects that require fast response times and more efficient use of resources. 

Finally, Xu et al. in their report show how hybridization between CNN and GRU is used to address 

the problem of irregular data, which is one of the major challenges in time series data analysis[11] .In this 

context, hybridization combines the advantages of both to improve modeling accuracy. Thus, both LSTM 

and GRU make significant contributions to the improvement of time series prediction in various fields, 

suggesting that the selection of the appropriate method should be considered based on the context and 

complexity of the data at hand. 

Although these two models have been widely used in financial time series prediction, a comparison 

of their performance in the context of Bitcoin exchange rate prediction still needs to be explored further. 

Several previous studies have compared the performance of LSTM and GRU in the prediction of stock 

prices[12] and conventional currency exchange rates[13] , but the results obtained are not always consistent 

and are highly dependent on the characteristics of the dataset used. 

This research aims to fill the gap by comparing the performance of GRU and LSTM models in 

predicting the Bitcoin to US Dollar (BTC-USD) exchange rate using historical data from Yahoo Finance for 

the period 2017-2022. This period was chosen because it covers several important phases in the evolution of 

the Bitcoin market, including the bull market of 2017, the bear market of 2018, as well as extreme volatility 

during the COVID-19 pandemic in 2020-2021. 

The main contributions of this research are: 

1. Comprehensive evaluation of the performance comparison of GRU and LSTM models in predicting 

BTC-USD exchange rate using various evaluation metrics. 

2. An in-depth analysis of the generalizability of both models on test data that reflects actual market 

conditions. 

3. Provision of a methodological framework for crypto exchange rate prediction that can be adapted 

for future research. 

The results of this study are expected to provide valuable insights for practitioners and researchers in 

the field of computational finance, especially in the selection of optimal neural network architecture for the 

prediction of Bitcoin exchange rates and other crypto assets. 

 

2. METHOD 

2.1.  Data and Preprocessing 

 
Figure 1. Bitcoin exchange rate movement against USD 
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The data used in this study is the daily exchange rate of Bitcoin against the US Dollar (BTC-USD) 

obtained from Yahoo Finance for the period January 2017 to December 2022. This dataset includes 

information on the opening price, highest price, lowest price, closing price, and trading volume. For the 

purpose of this study, the closing price was chosen as the target variable to be predicted. 

The data preprocessing stage includes the following steps: 

1. Missing value handling: Checking and handling of missing values is done by the linear interpolation 

method. 

2. Normalization: The data is normalized using the MinMaxScaler method in the range [0,1] to 

accelerate the convergence of the model and improve the stability of the training process. 

3. Data division: The dataset is divided into training data (80%) and testing data (20%) by maintaining 

the chronological order of the data. 

4. Sequence generation: The data is converted into a sequence format with a time step length of 60 

days, which means that the previous 60 days of observations are used to predict the exchange rate on 

the next day. 

 

2.2. Model Architecture 

2.2.1. GRU Model 

The model uses a recurrent neural network architecture with two GRU layers designed for time 

series data processing. A detailed description follows: 

1. GRU First Layer: 

• Uses 50 units (neurons) 

• The return_sequences=True parameter indicates that this layer will return the full sequence of 

outputs for each timestamp. 

• The input has the form (time_step, 1), indicating the model accepts time series data with one 

feature per timestamp. 

• Followed by a 0.2 Dropout layer to prevent overfitting by randomly removing 20% of neurons 

during training 

2. GRU Second Layer: 

• Also used 50 units 

• The parameter return_sequences=False means only return the last output 

• Followed by a second Dropout layer with the same level (0.2) 

3. Dense layer: 

• The first layer of Dense has 25 units, serving for additional non-linear transformations 

• The last Dense layer has 1 unit, signifying a single prediction output (regression) 

4. Model Compilation: 

• Using Adam's optimizer with a learning rate of 0.001 

• The loss function is the mean squared error, suitable for regression tasks 

The architecture is designed to capture complex patterns in time series data, with GRU's gate 

mechanism allowing the model to control which information is kept or discarded throughout the time 

sequence. Dropouts help prevent overfitting, while the Dense layer provides additional flexibility in feature 

transformation.  

 

2.2.2. LSTM Model 

This LSTM model has a very similar structure to the previous GRU model, but with different 

internal mechanisms. Here is a detailed description of its architecture: 

1. First Layer LSTM:  

• Uses 50 units (neurons) 

• The return_sequences=True parameter allows the layer to return the full output for each 

timestamp 

• The input has the form (time_step, 1), indicating the model accepts time series data with one 

feature per timestamp. 

• Followed by a 0.2 Dropout layer to reduce overfitting by randomly removing 20% of neurons 

during training 

2. Second Layer LSTM:  

• Also used 50 units 

• The return_sequences=False parameter means that it only returns the output of the last 

timestamp 

• Followed by a second Dropout layer with the same level (0.2) 
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3. Dense layer:  

• The first layer of Dense has 25 units, providing an additional non-linear transformation 

• The last Dense layer has 1 unit, indicating a single prediction output (regression) 

4. Model Compilation:  

• Using Adam's optimizer with a learning rate of 0.001 

• The loss function is the mean squared error, suitable for regression tasks 

The architecture is designed to capture complex patterns in sequential data, with LSTM mechanisms 

that allow the model to control which information is kept, discarded, or passed along the time sequence. 

Dropouts help prevent overfitting, while the Dense layer provides additional flexibility in feature 

transformation. 

 

2.3. Model Training 

Both models were trained with the following parameters: 

1. Loss function: Mean Squared Error (MSE) 

2. Optimizer: Adam with learning rate 0.001 

3. Batch size: 32 

4. Epoch: 100 with implementation of early stopping to prevent overfitting 

5. Validation split: 10% of the training data is used as validation data 

The training process was performed using an NVIDIA Tesla V100 GPU to speed up computation. 

The training time for the GRU model is about 45 minutes, while the LSTM model takes about 60 minutes 

until convergence. 

 

2.4. Model Evaluation 

In evaluating the performance of LSTM and GRU models, several important metrics are used to 

measure the accuracy and effectiveness of the predictions produced by these two models. Commonly used 

metrics include Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Mean Absolute Percentage 

Error (MAPE), coefficient of determination (R²), and accuracy rate as a derivative of MAPE. Root Mean 

Square Error (RMSE) is a measure that assesses the difference between the value predicted by the model and 

its actual value.  

This metric gives greater weight to larger errors, thus providing deeper insight into the model's 

performance against significant prediction errors[14] . In a study by Ahmed et al., RMSE was used to 

evaluate the effectiveness of models in predicting the status of waste in landfills, where the GRU model 

showed satisfactory performance compared to other models[14] . In addition to RMSE, Mean Absolute Error 

(MAE) was also used, which measures the average absolute error, giving a simpler picture of how far the 

prediction is from the actual value .[14] 

Furthermore, Mean Absolute Percentage Error (MAPE) measures the average error in percentage 

relative to the actual value, making it useful for comparing model performance across different scales[15] . 

MAPE is often considered an important indicator in testing time prediction models, as it provides a 

perspective on how well the model is reliable in a practical context.  

Research by Çeti̇ner shows that the combination of GRU and LSTM models gives good results on 

the MAPE and MAE metrics, indicating the model's good ability to predict a series of energy data .[16] The 

coefficient of determination (R²) is a statistical measure that describes the proportion of variation in the 

dependent variable that can be explained by the independent variables in the prediction model[17] . R² is 

often used in regression analysis to determine the strength of the relationship between variables. Wang et al. 

in their study state that R² provides more in-depth information than MAPE and RMSE in the context of 

regression evaluation[17] . This metric is particularly useful for comparing different models where high 

quality predictions can be observed. 

Accuracy is also an important metric, often calculated based on the MAPE value. In this case, 

accuracy can be expressed as 100% - MAPE, indicating the percentage that the model predicts correctly 

against the available data[18] . Research conducted on GRU models shows that by improving accuracy, 

models can provide more reliable predictions in various applications[19] .  

All of the above-mentioned metrics provide a comprehensive picture of the effectiveness and 

predictive power of LSTM and GRU in various application scenarios .[20] Thus, the selection of appropriate 

evaluation metrics in testing the performance of LSTM and GRU models is essential to produce an accurate 

and informative assessment of the effectiveness of each method in time series modeling. 
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3.    RESULTS AND DISCUSSION 

3.1.  Results  

The performance evaluation results of the GRU and LSTM models on training and testing data are 

presented in Table 1. 

 

Table 1. Performance Evaluation Results of GRU and LSTM Models 

Metrics GRU (Train) GRU (Test) LSTM (Train) LSTM (Test) 

RMSE 1201,93 2039,10 1432,73 1624,33 

MAE 645,37 1613,79 791,17 1132,32 

MAPE 5,90% 5,13% 6,31% 3,80% 

R² 0,9940 0,9773 0,9910 0,9770 

Accuracy 94,10% 94,87% 93,69% 96,20% 

 

Based on the evaluation results, both models performed well in predicting the Bitcoin to US Dollar 

exchange rate. However, there are important differences in the performance of both models on training and 

testing data. 

On the training data, the GRU model showed better performance with lower RMSE (1201.93) and 

MAE (645.37) values than the LSTM model (RMSE: 1432.73, MAE: 791.17). The coefficient of 

determination (R²) of the GRU model (0.9940) is also slightly higher than that of the LSTM model (0.9910). 

Similarly, the MAPE of the GRU model (5.90%) was lower than that of the LSTM model (6.31%), indicating 

higher accuracy on the training data. 

However, on the test data, the LSTM model showed better performance with much lower RMSE 

(1624.33) and MAE (1132.32) values than the GRU model (RMSE: 2039.10, MAE: 1613.79). Although the 

coefficients of determination (R²) of both models are almost the same (GRU: 0.9773, LSTM: 0.9770), the 

MAPE of the LSTM model (3.80%) is much lower than that of the GRU model (5.13%), which indicates 

higher accuracy on the test data. 

3.2. Discussion 

The experimental results show that although the GRU model has better performance on the training 

data, the LSTM model shows better generalization ability on the testing data. This is consistent with the 

literature showing that LSTM often outperforms GRU in modeling complex and variable financial time 

series. 

This performance difference can be explained through several important factors. First, the 

complexity of the LSTM architecture with separate input, forget, and output gates allows the model to better 

capture the complex dynamics in Bitcoin time series data compared to GRU which has a simpler architecture. 

LSTM is specifically designed to handle long-term dependencies in time series data, where Bitcoin exchange 

rates are often affected by long-term factors such as market trends and investor sentiment. 

In addition, although the GRU model showed better performance on the training data, the significant 

difference between the performance of the training and testing data suggests that it may suffer from 

overfitting. In contrast, the LSTM model showed better consistency between the training and testing data, 

indicating superior generalization ability. 

 
Figure 2. Comparison of GRU model prediction results to the actual value of Bitcoin on test data 
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Another key factor is the LSTM's ability to handle Bitcoin's volatility. Cryptocurrencies are 

notorious for drastic price changes in short periods, and the LSTM model seems to be superior in capturing 

and predicting these volatility patterns, which is reflected in the lower MAPE values on the test data. 

Finally, although GRU is theoretically more computationally efficient due to having fewer 

parameters, the results suggest that for Bitcoin exchange rate prediction, the additional complexity of LSTM 

may be more advantageous in achieving higher accuracy. Thus, in the context of modeling complex and 

volatile financial time series such as Bitcoin, the advantages of LSTM become very apparent. 

The visual analysis of the prediction results of the GRU model against the actual values in the test 

data can be seen in Figure 2. While the visual analysis of the prediction results of the LSTM model against 

the actual values in the test data can be seen in Figure 3. 

 

 
Figure 3. Comparison of LSTM model prediction results to the actual value of Bitcoin on test data 

 

Figure 2 and Figure 3 show that both models successfully capture the general trend in the Bitcoin 

exchange rate, but the LSTM model shows a better match with the actual rate, especially during periods of 

high volatility. The GRU model tends to produce more deviated predictions at extreme points, which may 

explain the higher RMSE and MAE values. 

The study also shows that while the coefficient of determination (R²) of the two models is similar on 

the test data, this metric does not necessarily reflect the overall performance of the model. The MAPE and 

accuracy metrics provide a more comprehensive picture of the model's predictive ability, especially in the 

context of the highly volatile Bitcoin exchange rate. 

 

3.3. Statistical Test Analysis 

To test the statistical significance of the performance difference between the GRU and LSTM 

models, the Wilcoxon signed-rank test was applied to the prediction errors (residuals) of both models. The 

statistical test results show that the performance difference between the GRU and LSTM models on the test 

data is statistically significant with a p value <0.05. 

In addition, the Augmented Dickey-Fuller (ADF) stationarity test analysis on the model residuals 

shows that the residuals of the LSTM model are more stationary than those of the GRU model, indicating 

that the LSTM model is more successful in capturing the dynamics in the Bitcoin time series data. 

 

3.4. Practical Implications 

The results of this study carry a number of significant practical implications in the context of Bitcoin 

exchange rate prediction. From a model selection perspective, LSTM emerges as a much more optimal 

choice for practical applications such as algorithmic trading and portfolio management. Its main advantage 

lies in its superior generalization ability, which more accurately reflects actual market conditions, making the 

model more reliable in real investment scenarios. 

The most direct implications are seen in investment strategies, where the higher accuracy of the 

LSTM model (96.20% compared to 94.87% for GRU) can translate into a more effective and precise trading 

approach. This is especially critical for short-term trading strategies that are highly sensitive to Bitcoin's 

rapid and unpredictable price fluctuations. 
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From a risk management point of view, the superiority of LSTM is even more evident. The lower 

Mean Absolute Percentage Error (MAPE) value (3.80% versus 5.13% for GRU) indicates a much more 

accurate estimation capability. This has important implications in developing more sophisticated and 

responsive risk mitigation strategies in crypto trading. 

However, this study also provides a pragmatic perspective on computational constraints. Although 

the LSTM exhibits superior performance, the GRU model remains a valid alternative, especially in 

environments with limited computational resources. The GRU model offers a fairly good balance between 

accuracy and computational efficiency, making it a viable solution for implementations with technological 

infrastructure constraints. 

In conclusion, these findings not only provide methodological insights in financial time series 

modeling, but also provide practical guidance for practitioners, traders, and investment managers in 

navigating the dynamic and unpredictable complexities of the crypto market. 

 

5. CONCLUSION 

This study compares the performance of the GRU and LSTM models in predicting the Bitcoin 

exchange rate against the US Dollar using data from Yahoo Finance for the period 2017-2022. Results show 

that although the GRU model shows better performance on training data, the LSTM model shows better 

generalization ability on testing data with lower MAPE (3.80% compared to 5.13% for GRU) and higher 

accuracy (96.20% compared to 94.87% for GRU). These findings suggest that the added complexity of the 

LSTM architecture, with separate input, forget, and output gates, provides an advantage in capturing the 

complex dynamics in Bitcoin time series data. Although the GRU model is more computationally efficient, 

the LSTM model appears to be more effective in predicting Bitcoin exchange rates, especially during periods 

of high volatility. The practical implications of this research include guidelines for model selection in Bitcoin 

exchange rate prediction applications, investment strategies, and risk management. However, this study also 

recognizes limitations, including the limited use of predictor variables and specific time periods. For future 

research, it is recommended to integrate external variables, develop an ensemble approach, and expand the 

comparison to include other machine learning models. In addition, more extensive hyperparameter 

optimization and sensitivity analysis can provide additional insights into model performance. Overall, this 

research makes a significant contribution to the understanding of the performance of deep learning models in 

Bitcoin exchange rate prediction and provides a methodological framework that can be adapted for similar 

future research. 
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